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Bottleneck Steiner Tree with Bounded Number of Steiner Vertices
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Abstract

Given a complete graph G = (V, E), where each vertex
is labeled either terminal or Steiner, a distance function
d : E — R, and a positive integer k, we study the
problem of finding a Steiner tree T spanning all termi-
nals and at most & Steiner vertices, such that the length
of the longest edge is minimized. We first show that this
problem is NP-hard and cannot be approximated within
a factor 2 — ¢, for any € > 0, unless P = NP. Then, we
present a polynomial-time 2-approximation algorithm
for this problem.

1 Introduction

Given an arbitrary weighted graph G = (V, E) with a
distinguished subset R C V of vertices, a Steiner tree
is an acyclic subgraph of G spanning all vertices of R.
The vertices of R are usually referred to as terminals and
the vertices of V' \ R as Steiner vertices. The Steiner
tree (ST) problem is to find a Steiner tree T" such that
the total length of the edges of T is minimized. This
problem has been shown to be NP-complete [4, 10], even
in the Euclidean or rectilinear version [11]. Arora [3]
gave a PTAS for the Euclidean and rectilinear versions
of the ST problem. For arbitrary weighted graphs, many
approximation algorithms have been proposed [6, 7, 12,
15, 17, 18].

The bottleneck Steiner tree (BST) problem is to find a
Steiner tree T such that the bottleneck (i.e., the length
of the longest edge) of T is minimized. Unlike the
ST problem, the BST problem can be solved exactly
in polynomial time [19]. Both the ST and BST prob-
lems have many important applications in VLSI design,
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transportation and other networks, and computational
biology [8, 9, 13, 14].

The k-Bottleneck Steiner Tree (k-BST) problem is a
restricted version of the BST problem, in which there
is a limit on the number of Steiner vertices that may
be used in the constructed tree. More precisely, given a
graph G = (V, E) and a subset R C V of terminals, a
distance function d : £ — R, and a positive integer k,
one has to find a Steiner tree T with at most k& Steiner
vertices such that the bottleneck of T' is minimized.

A geometric version of the k-BST problem has been
studied in [20]. In this version, we are given a set P
of n terminals in the plane and an integer £ > 0, and
we are asked to place at most k Steiner points, such
that the obtained Steiner tree has bottleneck as small as
possible. Wang and Du [20] showed that the problem is
NP-hard to approximate within a factor of v/2. The best
known approximation ratio is 1.866 [21]. Bae et al. [5]
presented an O(nlogn)-time algorithm for the problem
for k =1 and an O(n?)-time algorithm for k = 2. Li et
al. [16] presented a (v/2 + €)-approximation algorithm
with inapproximability within v/2 for a special case of
the problem where edges between two Steiner points are
not allowed.

Recently, Abu-Affash [1] studied the k-BST problem
with the additional requirement that all terminals in the
computed Steiner tree must be leaves. He presented a
hardness result for the problem, as well as a polynomial-
time approximation algorithm with performance ratio
4. In [2], the authors considered the following related
problem. Given a set P of n points in the plane and
two points s,t € P, locate k Steiner points, so as to
minimize the bottleneck of a bottleneck path between s
and ¢t. They showed how to solve this problem optimally
in time O(nlog?n).

In this paper, we show that the k-BST problem is
NP-hard and that it cannot be approximated to within
a factor of 2 — . We also present a polynomial-time
2-approximation algorithm for the problem.

2 Hardness Result

Given a complete graph G = (V, E) with a distinguished
subset R C V of terminals, a distance function d : & —
R, and a positive integer k, the goal in the k-BST
problem is to find a Steiner tree with at most k& Steiner
vertices and bottleneck as small as possible. In this
section we prove a lower bound on the approximation
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ratio of polynomial-time approximation algorithms for
the problem.

Theorem 1 It is NP-hard to approximate the k-BST
problem within a factor 2 — €, for any € > 0.

Proof. We present a reduction from connected ver-
tex cover in planar graphs, which is known to be NP-
complete [11].

Connected vertex cover in planar graphs: Given
a planar graph G = (V, E) and an integer k, does there
exist a vertex cover V* of G, such that |V*| < k and
the subgraph of G induced by V* is connected?

Given a planar graph G = (V, E) and an integer k,
we construct a complete graph G’ = (V' E’) with an
appropriate distance function and appropriate integer
k', such that G has a connected vertex cover of size at
most k if and only if there exists a Steiner tree T in G’
with at most &’ Steiner vertices and bottleneck at most
(2 —¢), for some ¢ > 0.

Let V = {v1,v2,...,v,} and let E = {e1,€2,...,em}.
For each edge e = (v;,v;) € E, we add a vertex ¢, ;
(e.g., at the middle of e) and connect it to both wv;
and vj. Let R = {t;; : (v;,v;) € E} and let E] =
{(’l)i7ti,j), (ti)j,vj) : (’Ui,’l)j) € E} We set V! =V UR,
where V' is the set of Steiner vertices and R is the set of
terminals; see Figure 1. Let G' = (V', E’) be the com-
plete graph over V’. For each edge e € F’, we assign
length d(e) = 1, if e € Ef, and d(e) = 2, otherwise.
Finally, we set k' = k.

(b)

Figure 1: (a) A planar graph G = (V, E), and (b) the
vertices of G’: circles indicate Steiner vertices and grey
squares indicate terminals.

Now, we prove the correctness of the reduction.
Clearly, if G has a connected vertex cover V* with
|[V*| < k, then, by selecting the Steiner vertices of V'
corresponding to the vertices in V*, we can construct

a Steiner tree T with at most &/ = k Steiner vertices,
such that the length of each edge in T is exactly 1.
Conversely, suppose that there exists a Steiner tree T'
in G’ with at most k’ Steiner vertices and bottleneck at
most 2 —e. Let V* be the subset of vertices of V' that
belong to T. By the construction, any two terminals
are connected in E' by an edge of length 2. Thus, we
deduce that each terminal is connected in T to a Steiner
vertex in V*. Since T is connected and each edge in F
corresponds to one terminal in V’, we conclude that V*
is a connected vertex cover of GG, and its size is at most
kE=FK. O

3 2-Approximation Algorithm

In this section, we design a polynomial-time approxi-
mation algorithm for computing a Steiner tree with at
most k Steiner vertices (k-ST for short), such that its
bottleneck is at most twice the bottleneck of an optimal
(minimum-bottleneck) k-ST.

Let G = (V, E) be the complete graph with n vertices,
let R C V be the set of terminals, and let d : £ —
RT be a distance function. Let eq,eo,...,e,, Where
m = (Z), be the edges of G sorted by length, that is,
d(e1) < d(ez) < --- < d(ep). Clearly, the bottleneck
of an optimal k-ST is the length of an edge in E. For
an edge ¢; € E, let G; = (V, E;) be the graph obtained
from G by deleting all edges of length greater than d(e;),
that is, E; = {e; € E : d(e;) < d(e;)}.

The idea behind our algorithm is to devise a proce-
dure that, for a given edge e; € E, does one of the
following:

(i) It either constructs a k-ST in G with bottleneck at
most 2d(e;), or

(ii) it returns the information that G; does not contain
a k-ST.

Let e; € E. For two terminals p, g € R, let 6;(p, q) be
a path between p and ¢ in G; with minimum number
of Steiner vertices. Let Gr = (R, ERr) be the complete
graph over R. For each edge (p,q) € Fr, we assign a
weight w(p, ¢) equal to the number of Steiner vertices in
0i(p,q). Let T be a minimum spanning tree of Gg un-
der w, and put C(T) = >_ .4 [w(e)/2]. The following
observation follows from Lemma 3 in [20].

Observation 1 For any spanning tree T’ of Gg,
c(T) < c(T.

Lemma 2 If G; contains a k-ST, then C(T) < k.

Proof. Let T* be a k-ST in G;. A Steiner tree is full if
all its terminals are leaves. It is well known that every
Steiner tree can be decomposed into a collection of full
Steiner trees, by splitting each of the non-leaf terminals.
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We begin by decomposing T™* into a collection of full
Steiner trees. Next, for each full Steiner tree T} in the
collection, we construct in Gr a spanning tree T} of the
terminals of 77, such that the union of these trees is
a spanning tree 7" of Gg and C(T") < k. Finally, by
Observation 1, we conclude that C(T) < k.

We now describe how to construct TJ’» from T7. Ar-
bitrarily select one of the Steiner vertices as the root of
T}; see Figure 2(a). The construction of T} is done by
an iterative process applied to 7. In each iteration, we
select a deepest terminal p, among the terminals of the
current rooted tree that have not yet been processed.
From p we move up the tree until we reach a Steiner
vertex s that has terminal descendants other than p.
Let g, ¢ # p, be a terminal descendant of s that is clos-
est to s. We connect p to ¢ by an edge of weight equal
to the number of Steiner vertices between p and ¢ in 17,
and remove the Steiner vertices between p and s (not
including s). After processing all terminals but one, we
remove all remaining Steiner vertices.

B terminals

O Steiners

(b)

Figure 2: (a) The rooted tree 77, and (b) the construc-
tion of T7.

In the example in Figure 2(b), we first select terminal
a, which is the deepest one, connect it to terminal b by
an edge of weight 3, and remove the vertices s; and ss.
Next, we select terminal ¢, connect it to terminal d by an
edge of weight 1, and do not remove any Steiner vertex.
Next, we select terminal d, connect it to terminal i by
an edge of weight 2, and remove the vertex ss. In the

last iteration, we select terminal b, connect it to terminal
h by an edge of weight 3 and remove the vertex s,. We
can now remove all of the remaining Steiner vertices.
Clearly, the union 7" of the trees T is a spanning
tree of Gg. We show below that C'(T') < k. Notice
that in each iteration during the construction of TJ(, if
the weight of the added edge e is w(e), then we re-
move at least |w(e)/2| Steiner vertices from T}. This
implies that C(T}) = ZeeT; lw(e)/2] < kj, where k;
is the number of Steiner vertices in T3, and, therefore,
C(T’):ZJ—C(T;)Sk. O

We now present our 2-approximation algorithm. We
consider the edges of E, one by one, by non-decreasing
length. For each edge e; € F, we construct a minimum
spanning tree T of Ggr = (R, ER), using the weight
function w induced by G;, and check whether C(T') < k.
If so, we construct a k-ST in G with bottleneck at most
2d(e;), otherwise, we proceed to the next edge €;11.

Algorithm 1 BST(G = (V,E), R, k)
1: Let e1,eq,...,e, be the edges of F sorted by non-
decreasing length

2: Gr = (R, ER) < the complete graph over R

3: C(T) — 00

4: 10

5: while C(T) > k do

6: 141+ 1

7:  construct the graph G;

8:  for each edge (p,q) € Fr do

9: w(p,q) < the number of Steiner vertices in
i(p, q)

10:  construct a minimum spanning tree T of G un-

der w

1 O(T) X ep Lw(e)/2]
12: Construct-k-ST(T, G;)

The construction of a k-ST (line 12 in the algorithm
above) is done as follows. For each edge e = (p,q) € T,
we select at most |w(e)/2| Steiner vertices from the
path d;(p,q), to obtain a path connecting between p
and ¢ with at most this number of Steiner vertices and
bottleneck at most 2d(e;); see Figure 3. Clearly, the
obtained Steiner tree contains at most k Steiner vertices
and its bottleneck is at most 2d(e;).

Lemma 3 The algorithm above constructs a k-ST in G
with bottleneck at most twice the bottleneck of an optimal

k-ST.

Proof. Let e; be the first edge satisfying the condition
C(T) < k. Then, by Lemma 2, the bottleneck of any k-
ST in G is at least d(e;), and, therefore, the constructed
k-ST has a bottleneck at most twice the bottleneck of
an optimal k-ST. O
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Figure 3: The constructed k-ST consists of the squares,
solid circles and dotted edges.

The following theorem summarizes the main result of
this section.

Theorem 4 There exists a polynomial-time  2-
approzimation algorithm for the k-BST problem.
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